DYNAMICS OF POINT DEFECTS AND FORMATION OF MICRODEFECTS IN CZOCHRALSKI CRYSTAL GROWTH: MODELING, SIMULATION AND EXPERIMENTS
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Most common microdefects in Czochralski silicon, voids and dislocation loops, are formed by agglomeration of point defects, vacancies and self-interstitials, respectively. Dynamics of formation and growth of the microdefects along with the entire crystal pulling process is simulated. The Frenkel reaction, the transport and the nucleation of the point defects and the growth of the microdefects are considered to occur simultaneously. The nucleation is modeled using the classical nucleation theory. The diffusion-limited growth of the nucleated precipitates is assumed. The microdefect distribution at any given location is captured on the basis of the formation history of nuclei. The microdefect type and size distributions in crystals grown under steady state as well as unsteady state are predicted. The surface energies for voids and interstitial clusters are determined using experimental results. The model predictions agree very well with the experimental results. Various predictions of the model are presented and the results are discussed.

INTRODUCTION


The crystals grown by both the CZ-process (CZ-silicon), in which a crystalline ingot is continuously pulled from the melt in a quartz crucible, and the FZ-process (FZ-silicon), in which a molten zone traverses through a polycrystalline ingot to allow formation and growth of monocrystalline silicon, inherently contain many crystallographic imperfections or defects, popularly known as microdefects or grown-in defects. Prior to 1960s, crystals contained dislocations induced by thermo-mechanical stresses near the vicinity of the melt/crystal interface. A major breakthrough by Dash (1958, 1959) allowed crystal growth without the thermo-mechanically induced dislocations (1,2).


In crystals free of thermo-mechanically induced dislocations, various other microdefects can form by agglomeration of point defects that exist as solutes in the silicon matrix. There are two basic types of point defects in silicon ( vacancies, each of which is formed by a missing silicon atom from the lattice, and self-interstitials (or simply, interstitials), which are interstitial silicon atoms not bonded with the atoms forming the lattice (3). Voronkov (1982) described the conditions leading to the formation of microdefects in both the CZ- and the FZ- crystal growth, on the basis of interplay between the transport of the point defects from the melt/crystal interface and the Frenkel pair reaction (4). The temperature inside a growing crystal sharply drops with the increasing distance from the melt/crystal interface, which decreases the equilibrium concentrations of both the point defects. Under such conditions, the Frenkel reaction drives the concentration of both the point defects to lower values. The point defect concentration gradients drive the diffusion of the point defects into the crystal. The convection of the crystal also contributes to the flux of the point defects. The net flux of the point defects, defined as the difference in the flux of, say vacancies and interstitials, very close to the interface, determines the difference between the vacancy concentration and the interstitial concentration in the crystal, at the end of a phase called the initial incorporation. The initial incorporation takes place within a short distance from the interface, termed the recombination length. In the absence of external sources and sinks, such as the crystal surface or the thermo-mechanically induced dislocations, the established point defect concentration difference remains constant. After the initial incorporation, beyond the recombination length, the established concentration difference determines the type of the prevailing point defect at a distance far away from the interface. As the pull-rate (V) of the crystal increases, the convection of the point defects dominates their diffusion into the crystal from the interface leading to the vacancy rich conditions, because the equilibrium concentration of vacancies at the interface is higher than the equilibrium concentration of interstitials. As the magnitude of axial gradient (G) near the interface increases, the sharp temperature drop near the interface dramatically increases the concentration gradient of the point defects, thus allowing the diffusion to dominate convection. Self-interstitials diffuse faster than vacancies and lead to the interstitial rich conditions. Thus, vacancies remain in excess at a higher V/G, self-interstitials remain in excess at a lower V/G and no point defect species dominates at a V/G closer to its critical value. The surviving point defect species precipitates at a lower temperature to form microdefects. 


This model, although one-dimensional in nature, explains a 2-dimensional point defect distribution quite accurately, because the timescale of the initial incorporation is much smaller than the timescale of the radial diffusion of the point defects to and from the surface of the crystal. Typically, in a growing crystal, G increases along the radial position, which leads to the incorporation of vacancies in the central region, and of interstitials in the peripheral region. The two regions are separated by a so-called v/i boundary. Accordingly, there is a central region of the vacancy agglomerates and a peripheral region of the interstitial agglomerates, separated by a microdefect-free region.  One of the early reports of the interstitial microdefects was made by Abe and coworkers (1966), although the origin of these defects was not clearly known (5). These defects were further studied and termed as either A-clusters and B-clusters, or A-swirl and B-swirl (5,6,7,8). Subsequent studies gradually identified A- and B-defects as the interstitial related dislocation loops and globular structures, respectively (9,10,11,12). The vacancy agglomerates or voids were first reported by Roksnoer and van den Boom (1981) and Roksnoer (1984), and termed D-defects (13,14). In addition to these microdefects, the CZ-crystals may contain a band at the periphery of the vacancy region, where stacking faults are formed after a high-temperature oxidation (so called OSF ring), which often defines the v/i boundary. In this band, the excess vacancy concentration during the crystal growth is too low to result in the formation and growth of D-defects at higher temperatures. Instead, the surviving residual vacancies interact with oxygen, introduced by the quartz crucible, leading to the formation of small oxide precipitates, which, upon appreciable growth, facilitate formation of OSFs. Voronkov’s theory has been verified by data reported before and after its publication (13-27). A few attempts to explain the point defect dynamics in the absence of the Frenkel reaction were not successful and were later corrected (28-32). 

The type of the microdefect formed depends on the initial incorporated point-defect concentration. The microdefect size distribution depends also on the cooling rate of the crystal. Voronkov and Falster (1998) quantified the void size distribution by decoupling the initial incorporation process and the subsequent nucleation process (18). A similar decoupling scheme, with a different approach based on oxide nucleation model developed by Esfandyari et al. (1996), has been successfully applied for prediction of the void size distribution (33). These decoupling schemes are based on the zero-dimensional approximation that does not account for the diffusion of the point defects in the vicinity of the nucleation front. Sinno (1998), and Sinno and Brown (1999) developed a 1-dimensional model for prediction of the void distribution in crystals grown under quasi-steady state (34,35) A 2-dimensional model incorporating simultaneous point-defect and microdefect dynamics was developed by Mori (2000) (36). However, these models assume a constant pull-rate, and the actual unsteady state crystal growth is not treated.

As the line widths of modern devices shrink, controlling the microdefect distribution in the CZ-crystal has become very important. These restrictions have resulted in the development of new CZ-growth techniques that require dynamic control and variation of the crystal pull-rate. Thus, the CZ-process of the modern era is essentially an unsteady state process, in which both the growth rate of the crystal and the temperature field change with time. Quantitative prediction of the microdefect formation and distribution in such transient processes requires simulation of the entire crystal growth with defect dynamics. This study focuses on the quantitative prediction and understanding of both the steady state and the unsteady state defect dynamics in a growing crystal.

DEFECT DYNAMICS

CZ-crystal growth is a dynamic process that involves continuous growth of a crystal from a hot-melt placed in a quartz crucible. Practical limitations imposed by the system dynamics require the growth of a conical section known as the crown in the beginning of the process, which is followed by the growth of the cylindrical portion known as the crystal-body, or simply, the body. The end of the process is marked by the growth of another long conical section termed the end-cone. Substrate wafers for the microelectronic devices are manufactured from the crystal-body, while the crown and the end-cone are either recycled or discarded. 

Microdefect dynamics, or simply, defect dynamics is a collective term that describes the interplay between the point-defect transport, the Frenkel reaction, the nucleation of point defects and the growth of microdefects. In this study, effects of impurities are neglected and attention is focused on the formation of D-, A- and B-defects. The nucleated microdefects are approximated as spherical aggregates and termed clusters. The vacancy agglomerates are termed v-clusters and the interstitial agglomerates are termed i-clusters. D-defects are known to be octahedral voids (37,38,18). B-defects are believed to be globular interstitial clusters (11,22,36). Thus, Both D- and B-defects can be approximated to be spherical. A-defects are identified as the dislocation loops (9,10,11,12). However, it is believed that at the nucleation stage, 3-dimensional globular clusters are formed, and only later they can transform into A-defects (4,11,36). Thus, A-defect density can be predicted by considering the nucleation of the spherical clusters. However, the computed size distribution of i-clusters is just an indication of the real size of A-defects. 

THE MODEL

The model describing the defect dynamics must include the Frenkel reaction kinetics, the nucleation and growth of clusters, the mass balance of the point defects, and the growth of the crystal. 

The reversible mutual annihilation and formation of the point defect pair (vacancies, v, and self interstitials, i), are supposed to take place in the entire crystal at finite rates. 
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where Si denotes a silicon lattice atom. The rate of annihilation of a point defect species is given by
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where r is the net rate of formation of a point defect per unit volume and time (atoms/cm3.s), kiv is the rate constant (cm3/atoms.s), and C (atoms/cm3) is the concentration of any species. Subscript i denotes interstitials, v vacancies, and e equilibrium conditions. 

The nucleation of the point defects to form the microdefects takes place through a series of bimolecular reactions (39,40). For the sake of simplicity, the net rate of formation of stable nuclei or stable clusters is defined on the basis of the classical nucleation theory. 
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where m* is the critical size (the number of point defects in the critical cluster), 
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 (number/cm3.s) is the net rate of the formation of critical clusters, 
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 (cm) is the radius of the critical clusters, D is the diffusivity of the nucleating point defect or the monomer (cm2/s), 
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 (eV) is the free energy change associated with the formation of the critical cluster, kb (eV/atom) is the Boltzmann’s constant, T (K) is the temperature, and (site (number/cm3) is the site density for the nucleation. The subscript cl denotes any cluster and j denotes any nucleating species. The superscript * denotes the stable critical nuclei. In equation (3), the first term in the square bracket is the attachment frequency of the monomers to a critical nucleus, the second term is the so-called Zheldovich factor, and the third term is the equilibrium concentration of the critical nuclei. The free energy change associated with the formation of a new cluster of size m is given by the contributions from the bulk free energy change associated with the supersaturation of the monomer and the surface energy of the new phase. The size of a critical nucleus at the maximum free energy change and the maximum free energy change are given by 
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where ( (eV/atom3/2)  is the surface energy coefficient of the cluster or the nucleus.

The diffusion-limited growth of the formed nuclei is assumed. During the crystal growth, clusters move at a rate V in the direction away from the melt/crystal interface, or in the z direction. The formation history of the nuclei is used to predict the size distribution of the nuclei. Let R(z,(,t) be the radius of the clusters present at time t, at an axial location z, formed at elapsed time (, at some location ( (R , z and ( are measured in cm and t is measured in seconds). The rate of consumption of the monomers at z, by the clusters formed before t, denoted by q (atoms/cm3.s), is given by

[image: image29.emf]0.0E+00

5.0E+13

1.0E+14

1.5E+14

2.0E+14

2.5E+14

3.0E+14

3.5E+14

0.05 0.15 0.25 0.35 0.45 0.55 0.65 0.75

V (mm/min)

C

j,inc

 (atoms/cm

3

)

800

850

900

950

1000

1050

1100

1150

T

j,nuc

(

0

C)

C

i,inc

T

i,nuc

G = 2.5 K/mm



T

v,nuc

C

v,inc


[image: image9.wmf](

)

ò

-

=

t

j

cl

j

cl

e

j

j

j

j

d

t

R

J

C

C

D

q

0

,

,

,

)

,

,

(

)

,

(

4

t

t

x

t

x

p


where
[image: image10.wmf]t

t

x

d

J

)

,

(

 is the density of the nuclei formed at (, at the elapsed time (. 

The diffusion-limited growth rate of the clusters at any z, at any time t, which were formed at ( , at the elapsed time ( is described by 
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where 
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 is the density (atoms/cm3) of the monomer atoms in the cluster. 

The point defect mass balance includes the diffusion, the convection, the Frenkel reaction and their consumption by the clusters. In this study, the dynamic equilibrium for the Frenkel reaction is not assumed. However, it is assumed that the Frenkel reaction kinetics remains fast enough through the initial incorporation, and appreciable cluster growth to allow supersaturation of the crystal with only one point defect species. Thus, the consumption of vacancies by i-clusters or the consumption of interstitials by v-clusters is ignored. Radial diffusion effects are also ignored. Based on these assumptions, the mass balance of the point defects can be written as
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The rate of increase in the height of the crystal, h (cm), is given by
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The domain of the system is defined by the boundaries of the crystal. The initial height of the crystal is assumed to be zero. For a crystal of a finite length, the equilibrium conditions are assumed to prevail at all surfaces of the crystal including the melt/crystal interface. The initial size of the clusters is given by equation (4). The concentration of any clusters formed at some elapsed time (, at some location ( and present at a location z at some other time t are given by 
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. The equations described so far are solved simultaneously for both vacancies and interstitials. 

The described system of equations must be solved with the equations describing the energy balance in the hot-zone. It is assumed that the dynamics of the heat-transport is very fast compared to the dynamics of the crystal-growth, and hence, the energy balance calculations are performed using the quasi-steady state approximations. Any time-dependent variation of the temperature field in a growing crystal is taken into account by computing the temperature profiles at various lengths of the crystal at various stages of growth. The quasi-steady state energy balance has been treated by many in the past and shown to be quite accurate for CZ-growth (42,43,44). 

PROPERTIES OF POINT DEFECTS

Among many, Sinno et al. (1998), Voronkov and Falster (1999), and Falster et al. (2000) report the parameter sets that satisfy the V/G rule (19,21,24).  In this study, the diffusivities and the equilibrium concentrations of the point defects given by Voronkov (2002) are used (45).
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The Frenkel reaction rate constant given by Sinno et al. (1998) is used (19). However, the enthalpic contribution is set to zero as suggested by Wang (2002) (46).  The accurate estimation of this constant is not necessary as the reaction dynamics is very fast. The surface energy coefficients used for the v-clusters (
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STEADY STATE SIMULATIONS

The discussed model was first solved using a fixed temperature profile in a growing crystal given by 
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where the subscript f denotes the conditions at the interface. A value of 2.5 K/mm was used for G. In the discussion henceforth, units popular in the semiconductor industry are used. Various crystal growth processes at various fixed pull-rates were simulated. For a fixed temperature profile and a fixed pull-rate, the crystal growth occurs under a steady state. At a steady state, the point defect concentration profiles and the microdefect density profiles in the crystal represent the path followed by each crystal segment. Such profiles are shown in Figure 1 for a very high pull-rate. As is evident from the figure, at this pull-rate, vacancies are incorporated in preference to interstitials. After the initial phase of incorporation, the vacancy concentration remains practically unchanged resulting in the gradual vacancy supersaturation with the decreasing temperatures. Subsequent nucleation of vacancies and growth of v-clusters around 1112 0C depletes the vacancy concentration. The nucleation temperature is defined as the temperature at which the nucleation rate is the highest. The nucleation range, defined by the appreciable nucleation rates, is very short. The growth of the clusters continues much beyond the nucleation range. It can be observed that the Frenkel reaction increases the concentration of interstitials during the formation and growth phase of the v-clusters. Figure 2 shows the simulation results for a lower pull-rate, when interstitials remain the dominant incorporated species. The nucleation of interstitials takes place at a much lower temperature (around 900 0C). 

The effect of the changing pull-rate at a fixed G, on the incorporated point defect concentration and the nucleation temperature, is shown in Figure 3. As the pull-rate decreases from a very high value, the incorporated vacancy concentration gradually decreases. The decrease in the incorporated vacancy concentration drives the nucleation temperature to a much lower value, as the supersaturation required for appreciable nucleation cannot be achieved at higher temperatures. As the pull-rate further decreases toward the critical V/G, the oxygen-vacancy interaction dominates the vacancy consumption, before the vacancy nucleation takes place to form v-clusters. This interaction is not predicted by the model. However, under these conditions, the developed algorithm ignores any spurious v-cluster precipitation. At the critical V/G, no point-defect species is dominant. The model prediction of the critical V/G (0.15 mm2/K.min) matches almost exactly with the prediction of the analytical expression (Voronkov, 1982) (4). A further decrease in the pull-rate below the critical V/G allows the incorporation of interstitials. As the pull-rate further decreases, the incorporated self-interstitial concentration increases, which drives the interstitial nucleation temperature to a higher value. It is important to note that the incorporated interstitial concentration changes more dramatically than the incorporated vacancy concentration, with the same absolute change in the pull-rate. The developed algorithm ignores the formation of spurious undetectable precipitates under the interstitial-rich conditions very close to the critical V/G.

The cluster size distributions at various pull-rates are shown in Figures 4 and 5. The cluster size distribution is determined by the interplay between the formation of the new clusters driven by higher supersaturations of the dominant point defect and the growth of the already formed clusters, which consume the dominant point defect and decrease the supersaturation. The incorporated point defect concentration and the cooling rates through the nucleation range quantify this interplay. For higher cooling rates and for a fixed incorporated point defect concentration, before the formed clusters can appreciably consume the point defects, the nucleation proceeds with appreciably high rates as the temperature drops at a high rate. Thus, a large number of clusters are formed, which compete for the dominant point defect species. Hence, the nucleation through higher cooling rates produces a large number of smaller clusters. The concentration of the incorporated point defect species also influences the cluster size distribution. For a higher incorporated concentration, the concentration driving force for the cluster growth in the nucleation range is very high, allowing a faster growth of the formed clusters, which consume the dominant point defect and suppress further nucleation. Thus, as the dominant point defect concentration increases, for a fixed cooling rate, the density of the formed clusters decreases while the average size of the clusters increases.

The product of the pull-rate and the local negative axial temperature gradient gives the cooling rate of a crystal segment at any location. In the vacancy rich condition, as the pull-rate increases, the cooling rates increase through the nucleation range. However, the incorporated vacancy concentration also increases with the increasing pull-rate. Thus, an increase in the pull-rate generates two opposing effects on the cluster size distribution. Typically, the effect of a change in the cooling rate dominates. In the interstitial rich conditions, as the pull rate decreases, the cooling rates through the nucleation decrease. The incorporated interstitial concentration increases rather significantly with the decreasing pull-rate. Thus, with a change in the pull-rate, both the cooling rate and the incorporated interstitial concentration influence the i-cluster size distribution in the same way. 

The nucleation period can be defined as the period during which the nucleation rates are greater than 36.8% of the maximum rate. The predicted nucleation periods at various pull-rates are shown in Figure 6. The vacancy nucleation takes place in a matter of minutes whereas the interstitial nucleation takes place over a longer period of time. The nucleation period is also determined by the interplay between the formation and the growth of clusters.

UNSTEADY STATE SIMULATIONS

The results of the numerical simulations performed to capture the defect dynamics and the microdefect distribution under unsteady state conditions are discussed in this section. The same temperature profile discussed in the previous section is supposed represent the simulated unsteady state crystal growth. However, an unsteady state pull-rate profile, shown in Figure 7, is used. The crystal growth is defined by the four sequential phases – the first constant pull-rate, the decreasing pull-rate, the increasing pull-rate and the second constant pull-rate. The crown is grown in the first constant pull-rate phase, the crystal body is grown in the decreasing and the increasing pull-rate phases, and the end-cone is grown in the second constant pull-rate phase. Figure 7 also identifies two pairs of locations of symmetry on the basis of the pull-rate profile – A and A′, and B and B′. 

The predicted cluster type and cluster density profile in the crystal body grown in the two varying pull-rate phases, the decreasing pull-rate and the increasing pull-rate, is shown in Figure 8. Vacancies incorporated in the segments formed at higher pull-rates during the early periods of the decreasing pull-rate phase nucleate when the pull-rates are lower. In the first 13 cm long section of the body, although the incorporated vacancy concentration monotonically decreases with the length, the cooling rates through the nucleation ranges also continuously decrease. The stronger influence of the cooling rates results in a continuous decrease in the v-cluster density along the axial position. For the next 4 cm long section (13 cm - 17 cm), the vacancy incorporation takes place in the decreasing pull-rate phase but the nucleation takes place in the increasing pull-rate phase, which increases the v-cluster density. 

In the succeeding short section of the crystal (17 cm – 20 cm), no point defect species concentration is high enough to form the clusters. Since the developed algorithm ignores the formation of clusters having negligible growth potential, the predicted microdefect-free section is relatively wider. This region defines the v/i boundary. The critical V/G under these transient conditions is predicted to be 0.1644 mm2/K.min. This value is higher than the critical V/G predicted at the steady state, which is equal to 0.15 mm2/K.min.  This increase is caused by an increase in the net flux of interstitials. In the decreasing pull-rate phase, a crystal segment formed at a given pull-rate moves with a continually decreasing rate through the recombination length, allowing increased diffusion time, which increases the concentration of interstitials in the segment. Also, at any pull-rate, at the interface, the interstitial concentration gradient is a little higher and the vacancy concentration gradient is a little lower compared to the steady state conditions, as a result of the vacancy rich conditions established next to the interface at preceding higher pull-rates. Thus, in a given crystal segment formed at a given pull-rate, the incorporated interstitial concentration is a little higher and the incorporated vacancy concentration is a little lower compared to a segment grown at the same pull-rate under the steady state. Based on this hypothesis, it can be concluded that the shift in the critical V/G from its steady state value must increase with the increasing magnitude of the rate of change of the pull-rate with the crystal length. For industrial applications, a linear approximation of this shift for the decreasing pull-rate conditions is given as
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where L (mm) is the length of the crystal. The subscript –slope indicates the transient conditions marked by a continuously decreasing pull-rate. Equation (16) can be applied to any crystal growth process and treated as a generic rule.

Beyond the discussed cluster-free section, the interstitial rich conditions prevail in the next 16 cm (20 cm – 36 cm) long section of the body, as the pull-rate further decreases. A fraction of this section undergoes the initial incorporation at the end of the decreasing pull-rate phase, and the remaining fraction undergoes the initial incorporation in the increasing pull-rate phase. The i-cluster density typically decreases with the decreasing pull-rate and shows a strong dependence on the incorporated interstitial concentration.  In this case, the entire section goes through the nucleation range in the increasing pull-rate phase. The cooling rates through the nucleation range at each location in the section vary as the pull-rate continuously varies and the nucleation temperature itself shifts. However, as the change in the incorporated interstitial concentration with the changing pull-rate is very high (Figure 3), the change in the i-cluster density is dominantly affected by the change in the incorporated interstitial concentration.

The second v/i boundary appears in the short section beyond the i-rich section discussed above. In this section, the point defects are incorporated in the increasing pull-rate phase. The transient critical V/G predicted for this phase is 0.1248 mm2/K.min, which is much lower than its steady state value. This drift can also be explained by the shift in the excess point defect flux. In this phase, a freshly formed crystal segment moves with a continually increasing rate through the recombination length, which decreases the diffusion time through the initial incorporation. Also, the interstitial diffusion flux from the interface into the crystal decreases because the concentration driving force for interstitials is lower compared to that at the steady state. Thus, more vacancies survive through the incorporation. The shift in the observed critical V/G under the increasing pull-rate conditions is also given as a function of the rate of change of the pull-rate with the crystal length as follows,
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The subscript +slope indicates the increasing pull-rate conditions.

The crystal section beyond the second cluster-free section shows a monotonically decreasing v-cluster density. The incorporated vacancy concentration monotonically increases in this section but the cooling rates through the nucleation ranges do not vary much. Thus, the v-cluster density profile in this section is determined predominantly by the profile of the incorporated vacancy concentration as shown in Figure 8.

The shifts in the critical V/G in the increasing and the decreasing pull-rate phases are better explained by tracing the evolution of the dominant point defect concentration in the two chosen symmetric locations denoted by points A and A′ (Figure 7). The vacancy incorporation happens in the decreasing pull-rate phase at point A and in the increasing pull-rate phase at point A′. Based on our arguments, it must be expected that the incorporated vacancy concentration at A must be lower. Figure 9 shows this to be true. Although the incorporated vacancy concentration at location A is lower, the average cluster density is also lower, as the cooling rates at location A are lower than the cooling rates at location A′, during appreciable nucleation. Figure 10 shows the v-cluster size distributions at these two locations.

Typically, in the industry, the critical V/G is determined by tracing the microdefect distribution in a crystal grown under varying pull-rate conditions, similar to the conditions described here. Thus, the results discussed in this section are of significant industrial importance.

COMPARISON WITH EXPERIMENTS

The developed model is further validated by comparing the model predictions with the microdefect distribution in two crystals grown under unsteady state conditions. The first experiment represents a well-known technique used in the process development and the second experiment represents a typical manufacturing process.

Experiment – I
An experimental crystal was pulled by the varying non-dimensional pull-rate profile shown in Figure 11. On the basis of the pull-rate profile, two phases of the crystal-growth are identified – the decreasing pull-rate and the increasing pull-rate. The length of the crown is around 12 cm. The crystal length, measured from the beginning of the crystal body, is approximately 70 cm long. The end-cone is more than 25 cm long. The microdefect distribution only in the crystal body is discussed in this section. 

The axial profiles of the predicted v-cluster density and the volume-averaged size at the center of the crystal are shown in Figure 12. Incorporated vacancies in the sections formed earlier in the decreasing pull-rate phase undergo nucleation in the same phase at much lower cooling rates. Thus, the v-cluster density marginally decreases in the first 20 cm long section, along the axial position. Incorporated vacancies in the sections formed in the later stages of the decreasing pull-rate phase undergo nucleation in the increasing pull-rate phase. For these sections, both the effect of the incorporated vacancy concentration and the cooling rate contribute to increase the cluster density. The cooling rates through nucleation continually increase for all sections formed beyond the later stages of the decreasing pull-rate phase. However, the dramatic rise in the v-cluster density at 40 cm away from the origin of the body is dominantly caused by the extremely low incorporated vacancy concentration, and the appreciable cooling rates through the nucleation period. In reality, oxygen interaction with vacancies dominates this region. Hence, the model predictions are not very accurate near the critical V/G. This dramatic rise in the cluster density is followed by a dramatic drop as the incorporated vacancy concentration increases with the increasing pull-rate, in the increasing pull-rate phase. The profile of the volume averaged v-cluster size shows the expected inverse behavior with the cluster density.

The predicted cluster density is compared with the cluster density determined by two popular experimental techniques. The first method involves etching of silicon crystal by a defect decorating etchant. Secco etchant is popularly used for microdefect decoration (47). However, Secco etching does not expose all microdefects. The cluster density profile determined by Secco etching is typically multiplied by a process dependent constant to obtain a semi-quantitative measure of the microdefect density. The experimental results match very well with the model predictions as shown in Figure 12.

The second method of measuring the cluster density involves growing copper precipitates on the clusters and subsequent surface polishing followed by Secco etching. Copper precipitates on a cluster as copper silicide and creates a much larger region of tiny copper precipitates around the cluster, collectively called the copper colony (48). A more quantitative treatment of the decorating etching of the copper colonies is accomplished by Kulkarni et al. (2002) on the basis of a generic theory of etching developed by Kulkarni and Erk (2000) (49,50). The method of copper precipitation followed by a sequential surface polishing and Secco etching can be used as a better quantitative representation of the density of larger clusters. As shown in Figure 12, the predicted cluster density matches very well with the experimentally determined microdefect density, for larger clusters.

Experiment – II

In this experiment, a crystal was pulled to mimic the real process conditions. The used non-dimensional crystal pull-rate profile is shown in Figure 13. The variation of the temperature profile in the crystal as a function of the crystal length was incorporated in the model. Pseudo-steady state energy balance in the hot-zone at various crystal lengths provides the axial temperature profile in the crystal at various crystal lengths. The real process is mimicked by assuming that the temperature profile in the crystal is more accurately captured by the sequential jumps from one predicted profile to the next depending on the crystal length. Thus, for a more accurate prediction of the defect dynamics, multiple predicted temperature profiles at various crystal lengths must be used. 

The model predicted and the experimentally determined v-cluster density profiles agree very well as shown in Figure 14. The profile of the volume averaged cluster size is also shown in Figure 14. The model can be reliably applied to capture the defect distribution in real systems. 

CONCLUSIONS

Both steady state and unsteady state point defect and microdefect dynamics in Czochralski (CZ) crystal growth can be accurately modeled using the steady state nucleation of the point defects and the diffusion limited growth of the microdefects. 

 The model predictions agree with the theory of the initial incorporation of the point defects, according to which, in a growing crystal, the type and the concentration of the excess point defect species is established within a short distance from the melt/crystal interface, known as the recombination length. The interplay between the convection and the diffusion of both the point defects – vacancy and self-interstitials, and the Frenkel reaction, leading to establishing either the vacancy rich conditions in the crystal beyond the recombination length at a higher V/G (pull-rate/negative axial temperature gradient), or leading to establishing the interstitial rich conditions at a lower V/G, can be accurately captured by the model for both the steady state and the unsteady state crystal growth conditions. A comparison of the steady state crystal growth and a representative unsteady state crystal growth shows significant differences in the quality of the crystals grown under different modes. The shift can be explained and quantified on the basis of the change in the net point defect flux. 

The developed model approximates both the vacancy type microdefects and the interstitial type microdefects as spherical clusters. The interplay between the nucleation of the dominant point defect to form new clusters at higher supersaturations and the growth of the already formed clusters that reduce the nucleation rate by consumption of the point defect, determines the size and the density of the grown clusters. The cooling rates through the nucleation range and the incorporated point defect concentration influence this interplay. The model captures cluster size distributions under variety of steady state and unsteady state conditions. It is shown that, under an unsteady state crystal growth at a varying pull-rate, the change in the size distribution of the interstitial agglomerates, or i-clusters, is strongly influenced by the variation in the incorporated interstitial concentration. The change in the size distribution of the vacancy agglomerates, or v-clusters, is more strongly influenced by the cooling rates. For the same absolute shift in V/G, the shift in the nucleation temperature of the interstitials is higher than the shift in the nucleation temperature of vacancies. This behavior is a result of a more sensitive variation of the incorporated interstitial concentration with V/G. The interstitial nucleation periods, during which nucleation rates are appreciable, are longer than the vacancy nucleation periods.

The model predictions agree very well with the experimental data. Data from two unsteady state experiments establish the validity of the model and the developed algorithm. The entire complex of defect dynamics is accurately predicted. 
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Figure 1. The profiles of concentrations of the point defects and the v-cluster density (as the functions of the crystal temperature) in a representative crystal grown under a steady state.


Figure 2. The profiles of concentrations of the point defects and the v-cluster density (as the functions of the crystal temperature) in a representative crystal grown under a steady state.


Figure 3. The dependence of the incorporated point defect concentration and the nucleation temperature on the pull-rate at a fixed G (Subscripts inc and nuc denote the incorporated concentration and the nucleation, respectively).


Figure 4. The size distributions of v-clusters in the representative crystals grown under steady states at various pull-rates (n (number/cm3) is the density of the clusters).


Figure 5. The size distributions of i-clusters in the representative crystals grown under steady states at various pull-rates.


Figure 6. The self-interstitial and the vacancy nucleation periods as functions of the pull-rate.


Figure 7. The crystal pull-rate profile used to understand the defect dynamics under unsteady state conditions.


Figure 8. The cluster density profile in the crystal for the pull-rate profile shown in Figure 7.


Figure 9. The evolution of the vacancy concentrations in the chosen symmetric locations, A and A′, as functions of their locations from the interface during the crystal growth.


Figure 10. The v-cluster size distributions at the chosen symmetric locations, A and A′.


Figure 11. The non-dimensional crystal pull-rate profile as a function of its length – experiment-I


Figure 12. A comparison of the model predicted cluster density profile with the experimentally determined cluster density profiles. The square legends indicate the cluster density profile determined by Secco etching, and the circles indicate the density profile determined by copper precipitation followed by Secco etching. The predicted profile of the volume-averaged size of the clusters is also shown.


Figure 13. The non-dimensional crystal pull-rate profile as a function of its length – Experiment II


Figure 14. A comparison of the model predicted and the experimentally determined v-cluster density profiles – Experiment II. The circular legends indicate the experimental data points. The volume averaged cluster size (radius) profile is also shown. 
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